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ABANDONED OBJECT RECOGNITION 
USING PEDESTRIAN DETECTION 

FIELD OF THE INVENTION 

The present invention relates generally to the electrical, 
electronic and computer arts, and, more particularly, to tech 
niques for abandoned object recognition in video images. 

BACKGROUND OF THE INVENTION 

There is a groWing demand for automated video surveil 
lance (AVS) systems for public safety and security enhance 
ment. While traditional video surveillance methods require 
constant human attention, automated visual analysis per 
forms real-time monitoring of people, vehicles and other 
objects, and generates alerts When suspicious persons or 
abnormal activity are detected. Such automatic analysis sig 
ni?cantly increases the effectiveness of the monitoring by 
reducing the number of human operators needed, thus is 
crucial for urban surveillance Where over thousands of cam 
eras are set up to monitor a large area on the scale of a city. 
Abandoned Object Detection (AOD) techniques detect 

bags, luggage or other objects that may be left unattended in 
public places, such as airports. A number of techniques have 
been proposed or suggested for abandoned object detection. 
See, for example, Y. L. Tian et al., “Real-Time Detection of 
Abandoned and Removed Objects in Complex Environ 
ments,” IEEE Int’l Workshop on Visual Surveillance (2008), 
incorporated by reference herein. Nonetheless, lighting 
changes, occlusions and cluttered backgrounds remain tech 
nical challenges. 
AOD systems typically detect static objects in a scene, 

using background modeling and subtraction (BGS). HoW 
ever, a number of non-threatening objects are often observed 
staying static (such as cars stopping at a red light) or near 
static (pedestrians standing still on the street) for a short 
period of time. Moreover, temporarily static objects, if not 
properly handled, Would pose serious adverse effects on 
background subtraction. Generally, traditional BGS 
approaches such as the Gaussian mixtures model Will gradu 
ally adapt people that are standing or sitting still into the 
background, and as a result, AOD techniques based on BGS 
may confuse the still people With a suspicious object. 

Thus, to minimiZe the false detection of abandoned 
objects, a need exists for improved techniques for classifying 
objects as either a non-threatening object or a suspicious 
object. A further need exists for improved abandoned object 
detectors that employ pedestrian detection techniques to dis 
tinguish abandoned objects from people. 

SUMMARY OF THE INVENTION 

Generally, methods and apparatus are provided for 
improved abandoned object recognition using pedestrian 
detection. According to one aspect of the invention, an aban 
doned object is detected in one or more images by determin 
ing if one or more detected objects in a foreground of the 
images comprises a potential abandoned object; applying a 
trained pedestrian detector to the potential abandoned object 
to determine if the potential abandoned object comprises at 
least a portion of a pedestrian; and classifying the potential 
abandoned object as an abandoned object based on Whether 
the potential abandoned object is not at least a portion of a 
pedestrian. 

In one embodiment, the trained pedestrian detector is 
trained using positive training samples and/or negative train 
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2 
ing samples. The positive training samples are comprised of 
at least portions of human bodies in one or more poses. The 
negative training samples are comprised of at least portions of 
abandoned objects. 

According to another aspect of the invention, an abandoned 
object is detected in one or more images by determining 
Whether a potential abandoned object has been put doWn by a 
person and/ or Whether the potential abandoned object has 
been left by a person. An alarm can be triggered if the poten 
tial abandoned object is classi?ed as an abandoned object. 

Additional validation tests can optionally be performed to 
determine if (i) a siZe of the potential abandoned object meets 
prede?ned criteria for an abandoned object; (ii) if the poten 
tial abandoned object satis?es prede?ned abandoned time 
criteria; and/or (iii) if an occlusion of the potential abandoned 
object in the images exceeds a prede?ned threshold, t. 
A more complete understanding of the present invention, 

as Well as further features and advantages of the present 
invention, Will be obtained by reference to the folloWing 
detailed description and draWings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates an exemplary technique for training a 
pedestrian detector employed by the present invention; 

FIG. 2 is a How chart describing an exemplary conventional 
abandoned object detection process; 

FIG. 3 is a How chart describing an exemplary abandoned 
object detection process incorporating aspects of the present 
invention; and 

FIG. 4 depicts an exemplary abandoned object detector 
that may be useful in implementing one or more aspects 
and/or elements of the present invention. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

The present invention provides improved abandoned 
object detection using pedestrian recognition. The present 
invention recogniZes that people in an image scene that are 
entirely or partially still are a common source of false detec 
tion of abandoned objects. Thus, according to one aspect of 
the invention, a pedestrian detector is employed in an aban 
doned object detector to improve the detection of abandoned 
objects. As discussed further beloW, the pedestrian detector 
distinguishes abandoned objects from people. 

Training 
FIG. 1 illustrates an exemplary technique 100 for training 

the pedestrian detector 130 employed by the present inven 
tion. Generally, the pedestrian detector is trained using stan 
dard machine learning algorithms on images from scenes in 
Which abandoned objects are falsely found (i.e., negative 
training examples of human bodies and portions thereof) and 
accurately found (i.e., positive training examples of various 
realistic abandoned objects). Thus, in one exemplary imple 
mentation, the pedestrian detector is trained using human 
bodies and portions thereof, as Well as abandoned objects and 
portions thereof. 

The pedestrian detector 130 is a classi?er that can be based 
on any standard machine learning classi?er such as Adaboost 
or support vector machines (SVMs). As discussed further 
beloW in conjunction With FIG. 3, the pedestrian detector 130 
is run after the background subtraction algorithm has identi 
?ed a region of the foreground as being temporarily static. 
As shoWn in FIG. 1, a training process 100 in accordance 

With the present invention applies positive training samples 
110 comprised of human bodies in various poses and portions 
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thereof, as Well as negative training samples 120 comprised of 
various abandoned objects and portions thereof, to train a 
pedestrian detector 130. The pedestrian detector 130 is dis 
cussed further below in conjunction With FIG. 3. 
Abandoned Object Detection using Background Analysis 
Abandoned object detectors must typically detect static 

objects in a scene. Many normal objects, hoWever, are often 
observed staying static (such as cars stopping at a traf?c light) 
or near static (still pedestrians on the street) in the scene for a 
short time period. As indicated above, distinguishing objects 
as either a non-threatening object or a suspicious object is an 
important issue to address in reducing false alarms. 

FIG. 2 is a How chart describing an exemplary conventional 
abandoned object detection process 200. As shoWn in FIG. 2, 
the exemplary abandoned object detection process 200 ini 
tially processes input video images using a background sub 
traction (BGS) technique during step 210. Generally, back 
ground subtraction techniques detect moving objects in the 
stationary background. See, e.g., Ying-Li Tian et al., “Robust 
and Ef?cient Foreground Analysis for Real-Time Video Sur 
veillance,” Proc. of the 2005 IEEE Computer Society Con 
ference on Computer Vision and Pattern Recognition (CVPR 
’05), Vol. 1 (2005) orYing-Li Tian et al., “Robust Detection of 
Abandoned and Removed Objects in Complex Surveillance 
Videos,” IEEE Trans. On Systems, Man, and Cybernetics, 
Part C: Applications and RevieWs (September 2011), each 
incorporated by reference herein. 

To reduce foreground fragments, a healing technique is 
applied during step 220. See, e. g.,Ying-Li Tian et al., “Robust 
and Ef?cient Foreground Analysis for Real-Time Video Sur 
veillance,” CVPR ’05. “Healing” refers to pixels Which 
appear static and might be ready to be pushed to the current 
background model. Foreground fragments are usual for many 
background subtraction methods. In the mixture of Gaussians 
background subtraction method, the different parts of a static 
region are often updated to the background model at different 
speeds based on the similarity of the pixel values betWeen the 
static region and the background model. Healing pushes back 
the static region to the background model When the static 
region is biggest (i.e., before it starts shrinking), to avoid the 
fragment of the foreground. 

After static regions are detected and healed (i.e., pushed 
into the background), the exemplary abandoned object detec 
tion process 200 classi?es Whether the healing corresponds to 
an abandoned or removed object event during step 230. A 
mixture of Gaussians method can be employed to classify a 
background object as an abandoned object or a removed 
object. See, e.g., Ying-Li Tian et al., “Robust Detection of 
Abandoned and Removed Objects in Complex Surveillance 
Videos,” IEEE Trans. On Systems, Man, and Cybernetics, 
Part C: Applications and RevieWs (September 2011). The 
mixture of Gaussians method can deal With sloW lighting 
changes, periodical motions from clutter background, sloW 
moving objects, long term scene changes, and camera noises. 

The mixture of Gaussians method can be employed during 
step 230 to analyZe the foreground as moving objects, aban 
doned objects, or removed objects (ghosts) While detecting 
the background. Generally, the intensity and texture informa 
tion are integrated to remove shadoWs and to make the algo 
rithm Work for quick lighting changes. The “region groWing” 
method explores similarities betWeen the static region and its 
surroundings both in the frame and background images. See 
also, Y. L. Tian et al., “Real-Time Detection of Abandoned 
and Removed Objects in Complex Environments,” IEEE Int’l 
Workshop on Visual Surveillance (2008). Generally, region 
groWing techniques determine if an object has a reasonable 
contour to constitute a real object (as opposed to, for example, 
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4 
a shadoW). In a further variation, a region segmentation 
method can be applied to group the pixels into meaningful 
objects. Region groWing and region segmentation help to 
ignore certain lighting changes that in?uence the relative 
intensity of the pixels but do not make a cohesive region 
Which is distinct from the background, in a knoWn manner. 

If an object is classi?ed as a removed object during step 
230, it is outside the scope of the present invention and pro 
gram control terminates during step 240 or proceeds in a 
conventional manner for removed objects. The decision could 
be based on, for example, the fusion betWeen region segmen 
tation or siZe and pedestrian detection. 

If an object is classi?ed as an abandoned object during step 
230, program control proceeds to step 250, Where a test is 
performed to determine if the siZe of the object meets pre 
de?ned criteria for an abandoned object. For example, step 
250 can determine Whether the detected object has a reason 
able siZe for luggage. In addition, the exemplary test per 
formed step during 250 can determine Whether the detected 
object has a comparable height to an average human height 
(suggesting that the object is a person and should be ignored). 
In a further variation, the test performed step during 250 can 
also or alternatively determine Whether the detected object is 
too large or small or another unreasonable aspect of siZe. If it 
is determined during step 250 that the siZe of the object does 
not meet prede?ned criteria for an abandoned object, then the 
object is not considered an abandoned object and program 
control terminates during step 255. 

If, hoWever, it is determined during step 250 that the siZe of 
the object meets prede?ned criteria for an abandoned object, 
then a further test is performed during step 260 to determine 
if the abandoned object matches prede?ned abandoned time 
criteria (i.e., Whether the object Was there long enough). A 
static object, before claimed as a true abandoned object, is 
usually required to stay a minimum amount of time in the 
scene (for example, half a minute to several minutes). In this 
manner, template matching ensures that the object stays at 
least the minimum amount of time (usually speci?ed by the 
user) before an alert is ?red for human adjudication. 

If it is determined during step 260 that the abandoned 
object does not match the prede?ned abandoned time criteria, 
then a further test is performed during step 270 to determine 
if the occlusion (i.e., the visual merging) of the objects in the 
images exceeds a prede?ned threshold, L. For a more detailed 
discussion of the evaluation of occlusion in images, see, for 
example, Ying-Li Tian et al., “Robust and Ef?cient Fore 
ground Analysis for Real-Time Video Surveillance,” Proc. of 
the 2005 IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition (CVPR ’05), Vol. 1 (2005); 
Ying-Li Tian et al., “Robust Detection of Abandoned and 
Removed Objects in Complex Surveillance Videos,” IEEE 
Trans. On Systems, Man, and Cybernetics, Part C: Applica 
tions and RevieWs (September 2011), or Q. Fan, “Modeling 
of Temporarily Static Objects for Robust Abandoned Object 
Detection in Urban Surveillance,” IEEE Intl Conf. on 
Advanced Video and Signal-Based Surveillance (AVSS) 
(201 1), each incorporated by reference herein. Generally, it is 
determined that the abandoned object does not match the 
prede?ned abandoned time criteria, then an assumption is 
made that the object is occluded. If the object is only occluded 
for a short time,4can continue to test if the occlusion of the 
objects in the images exceeds a prede?ned threshold, t. 

If it is determined during step 270 that the occlusion 
exceeds the prede?ned threshold, t, then the merged objects 
are unreliable (assumed to be occluded) and program control 
terminates during step 275. If, hoWever, it is determined dur 
ing step 270 that the occlusion does not exceed the prede?ned 
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threshold, t, then program control returns to step 260 until the 
abandoned object matches the prede?ned abandoned time 
criteria. 
A ?nal test is performed during step 280, to determine if a 

second time threshold, T, exceeds, for example, 90 seconds, 
before an alert is ?red during step 290, e.g., for human reso 
lution. In this manner, the user can optionally de?ne hoW long 
an object should be abandoned before an alarm is triggered. 
Abandoned Object Detection using Pedestrian Detector 
FIG. 3 is a How chart describing an exemplary abandoned 

object detection process 300 incorporating aspects of the 
present invention. As shoWn in FIG. 3, the exemplary aban 
doned object detection process 300 initially performs a num 
ber of steps 310, 320, 330, 340, to perform background sub 
traction and static region detection and object type detection 
(i.e., abandoned or removed object), in a similar manner to the 
corresponding steps of the exemplary abandoned object 
detection process 200 in FIG. 2. 

The exemplary abandoned object detection process 300 
applies a trained pedestrian detector 13 0 (FIG. 1) to the poten 
tial abandoned object during step 350 in accordance With the 
present invention, to improve the detection of abandoned 
objects. The pedestrian detector 13 0 distinguishes abandoned 
objects from people. As discussed above in conjunction With 
FIG. 1, the pedestrian detector 130 is constructed from a large 
set of training samples that include both positive examples of 
abandoned objects and negative examples of random back 
ground scenery. The negative examples can also include 
examples of typical false positives as generated by an aban 
doned object detection system and from a dataset of pedes 
trian images. Both full body pedestrian and partial pedestrian 
images are used. 

If it is determined during step 350 that the detected object 
is a person, then the region is segmented during step 355. If 
there is still a region not explained by the pedestrian detection 
Which is a reasonable siZe and passes the region test (and any 
other desired tests), then program control returns to the aban 
doned object testing to see if the object remains long enough 
and does not get occluded. 

If it is determined during step 350 that the detected object 
is not a person, then a further test is performed during step 360 
to determine if the abandoned object matches prede?ned 
abandoned time criteria (i.e., Whether the object Was there 
long enough), in a similar manner to the exemplary conven 
tional abandoned object detection process 200 of FIG. 2. A 
static object, before claimed as a true abandoned object, is 
usually required to stay a minimum amount of time in the 
scene (for example, half a minute to several minutes). The 
siZe of the detected object can also be evaluated against pre 
de?ned criteria for an abandoned object, as discussed above 
in conjunction With FIG. 2. 

If it is determined during step 360 that the abandoned 
object does not match the prede?ned abandoned time criteria, 
then a further test is performed during step 370 to determine 
if the occlusion (i.e., the visual merging) of the objects in the 
images exceeds a prede?ned threshold, t, in a similar manner 
to the exemplary conventional abandoned object detection 
process 200 of FIG. 2. 

If it is determined during step 370 that the occlusion 
exceeds the prede?ned threshold, t, then the merged objects 
are unreliable and program control terminates during step 
375. If, hoWever, it is determined during step 370 that the 
occlusion does not exceed the prede?ned threshold, t, then 
program control returns to step 360 until the abandoned 
object matches the prede?ned abandoned time criteria. 
Once the abandoned object satis?es the prede?ned aban 

doned time criteria during step 360, an optional test is per 
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6 
formed during step 376, to determine if a pedestrian has 
dropped the detected object. Generally, the test performed 
during step 376 determines if an object Was put doWn by 
detecting and tracking the person prior to and proximal to the 
abandoned object detection. 

If it is determined during step 376 that a pedestrian has not 
dropped the object, then program control returns to step 360 

If, hoWever, it is determined during step 376 that a pedes 
trian has dropped the object, then a further optional test is 
performed during step 378, to determine if the pedestrian has 
noW left the area. Generally, the test performed during step 
378 determines if there is a person leaving after the detected 
object Was put doWn by detecting and tracking the person 
after and proximal to the abandoned object detection. 

In this manner, action identi?cation is another mechanism 
used to improved abandoned object detection. Action identi 
?cation is based on detection of actions such as When an 

object is put doWn or When a person leaves after putting an 
object doWn. Abandoned object detection is thus substanti 
ated by semantically relevant events. 
A ?nal test is performed during step 380, to determine if a 

second time threshold, T, exceeds, for example, 90 seconds, 
before an alert is ?red during step 390, e.g., for human reso 
lution. In this manner, the user can optionally de?ne hoW long 
an object should be abandoned before an alarm is triggered. 
As previously indicated, the above-described embodi 

ments of the invention are presented by Way of illustrative 
example only. Numerous variations and other alternative 
embodiments may be used. For example, as discussed herein, 
an important aspect of abandoned object detection is based on 
measuring properties of the temporarily static object to deter 
mine the likelihood of a true positive. While a number of 
exemplary properties have been addressed herein, additional 
or alternative properties can be employed, such as time sta 
bility, spatial stability, vertical motion, distribution Weight 
constraints, siZe and aspect ratio. These metrics attempt to 
verify that the region is a realistic real-World object that is 
static long enough and to remove lighting changes. 
Exemplary System and Article of Manufacture Details 
As Will be appreciated by one skilled in the art, aspects of 

the present invention may be embodied as a system, method 
or computer program product. Accordingly, aspects of the 
present invention may take the form of an entirely hardWare 
embodiment, an entirely softWare embodiment (including 
?rmWare, resident softWare, micro-code, etc.) or an embodi 
ment combining softWare and hardWare aspects that may all 
generally be referred to herein as a “circuit,” “module” or 
“system.” Furthermore, aspects of the present invention may 
take the form of a computer program product embodied in one 
or more computer readable medium(s) having computer read 
able program code embodied thereon. 
One or more embodiments of the invention, or elements 

thereof, can be implemented in the form of an apparatus 
including a memory and at least one processor that is coupled 
to the memory and operative to perform exemplary method 
steps. 
One or more embodiments can make use of softWare run 

ning on a general purpose computer or Workstation. FIG. 4 
depicts an exemplary abandoned object detector 400 that may 
be useful in implementing one or more aspects and/or ele 
ments of the present invention. With reference to FIG. 4, such 
an implementation might employ, for example, a processor 
402, a memory 404, and an input/output interface formed, for 
example, by a display 406 and a keyboard 408. The memory 
404 may store, for example, code for implementing the layout 
process 300 of FIG. 3. 
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The term “processor” as used herein is intended to include 
any processing device, such as, for example, one that includes 
a CPU (central processing unit) and/or other forms of pro 
cessing circuitry. Further, the term “processor” may refer to 
more than one individual processor. The term “memory” is 
intended to include memory associated with a processor or 
CPU, such as, for example, RAM (random access memory), 
ROM (read only memory), a ?xed memory device (for 
example, hard drive), a removable memory device (for 
example, diskette), a ?ash memory and the like. 

In addition, the phrase “input/output interface” as used 
herein, is intended to include, for example, one or more 
mechanisms for inputting data to the processing unit (for 
example, mouse), and one or more mechanisms for providing 
results associated with the processing unit (for example, 
printer). The processor 402, memory 404, and input/output 
interface such as display 406 and keyboard 408 can be inter 
connected, for example, via bus 410 as part of a data process 
ing unit 412. Suitable interconnections, for example via bus 
410, can also be provided to a network interface 414, such as 
a network card, which can be provided to interface with a 
computer network, and to a media interface 416, such as a 
diskette or CD-ROM drive, which can be provided to inter 
face with media 418. 

Analog-to-digital converter(s) 420 may be provided to 
receive analog input, such as analog video feed, and to digi 
tiZe same. Such converter(s) may be interconnected with sys 
tem bus 410. 

Accordingly, computer software including instructions or 
code for performing the methodologies of the invention, as 
described herein, may be stored in one or more of the asso 
ciated memory devices (for example, ROM, ?xed or remov 
able memory) and, when ready to be utiliZed, loaded in part or 
in whole (for example, into RAM) and implemented by a 
CPU. Such software could include, but is not limited to, 
?rmware, resident software, microcode, and the like. 
A data processing system suitable for storing and/or 

executing program code will include at least one processor 
402 coupled directly or indirectly to memory elements 404 
through a system bus 410. The memory elements can include 
local memory employed during actual implementation of the 
program code, bulk storage, and cache memories which pro 
vide temporary storage of at least some program code in order 
to reduce the number of times code must be retrieved from 
bulk storage during implementation. 

Input/output or I/O devices (including but not limited to 
keyboards 408, displays 406, pointing devices, and the like) 
can be coupled to the system either directly (such as via bus 
410) or through intervening I/O controllers (omitted for clar 
ity). 
Network adapters such as network interface 414 may also 

be coupled to the system to enable the data processing system 
to become coupled to other data processing systems or remote 
printers or storage devices through intervening private or 
public networks. Modems, cable modem and Ethernet cards 
are just a few of the currently available types of network 
adapters. 
As used herein, including the claims, a “server” includes a 

physical data processing system (for example, system 412 as 
shown in FIG. 4) running a server program. It will be under 
stood that such a physical server may or may not include a 
display and keyboard. 
As noted, aspects of the present invention may take the 

form of a computer program product embodied in one or more 
computer readable medium(s) having computer readable pro 
gram code embodied thereon. Any combination of one or 
more computer readable medium(s) may be utiliZed. The 
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8 
computer readable medium may be a computer readable sig 
nal medium or a computer readable storage medium. A com 
puter readable storage medium may be, for example, but not 
limited to, an electronic, magnetic, optical, electromagnetic, 
infrared, or semiconductor system, apparatus, or device, or 
any suitable combination of the foregoing. Media block 418 
is a non-limiting example. More speci?c examples (a non 
exhaustive list) of the computer readable storage medium 
would include the following: an electrical connection having 
one or more wires, a portable computer diskette, a hard disk, 
a random access memory (RAM), a read-only memory 
(ROM), an erasable programmable read-only memory 
(EPROM or Flash memory), an optical ?ber, a portable com 
pact disc read-only memory (CD-ROM), an optical storage 
device, a magnetic storage device, or any suitable combina 
tion of the foregoing. In the context of this document, a 
computer readable storage medium may be any tangible 
medium that can contain, or store a program for use by or in 
connection with an instruction execution system, apparatus, 
or device. 

A computer readable signal medium may include a propa 
gated data signal with computer readable program code 
embodied therein, for example, in baseband or as part of a 
carrier wave. Such a propagated signal may take any of a 
variety of forms, including, but not limited to, electro-mag 
netic, optical, or any suitable combination thereof. A com 
puter readable signal medium may be any computer readable 
medium that is not a computer readable storage medium and 
that can communicate, propagate, or transport a program for 
use by or in connection with an instruction execution system, 
apparatus, or device. 

Program code embodied on a computer readable medium 
may be transmitted using any appropriate medium, including 
but not limited to wireless, wireline, optical ?ber cable, RF, 
etc., or any suitable combination of the foregoing. 
Computer program code for carrying out operations for 

aspects of the present invention may be written in any com 
bination of one or more programming languages, including 
an object oriented programming language such as Java, 
Smalltalk, C++ or the like and conventional procedural pro 
gramming languages, such as the “C” programming language 
or similar programming languages. The program code may 
execute entirely on the user’s computer, partly on the user’s 
computer, as a stand-alone software package, partly on the 
user’s computer and partly on a remote computer or entirely 
on the remote computer or server. In the latter scenario, the 
remote computer may be connected to the user’s computer 
through any type of network, including a local area network 
(LAN) or a wide area network (WAN), or the connection may 
be made to an external computer (for example, through the 
Internet using an Internet Service Provider). 

Aspects of the present invention are described below with 
reference to ?owchart illustrations and/or block diagrams of 
methods, apparatus (systems) and computer program prod 
ucts according to embodiments of the invention. It will be 
understood that each block of the ?owchart illustrations and/ 
or block diagrams, and combinations of blocks in the ?ow 
chart illustrations and/or block diagrams, can be imple 
mented by computer program instructions. These computer 
program instructions may be provided to a processor of a 
general purpose computer, special purpose computer, or other 
programmable data processing apparatus to produce a 
machine, such that the instructions, which execute via the 
processor of the computer or other programmable data pro 
cessing apparatus, create means for implementing the func 
tions/acts speci?ed in the ?owchart and/or block diagram 
block or blocks. 



US 8,675,917 B2 

These computer program instructions may also be stored in 
a computer readable medium that can direct a computer, other 
programmable data processing apparatus, or other devices to 
function in a particular manner, such that the instructions 
stored in the computer readable medium produce an article of 
manufacture including instructions which implement the 
function/act speci?ed in the ?owchart and/or block diagram 
block or blocks. 

The computer program instructions may also be loaded 
onto a computer, other programmable data processing appa 
ratus, or other devices to cause a series of operational steps to 
be performed on the computer, other programmable appara 
tus or other devices to produce a computer implemented 
process such that the instructions which execute on the com 

puter or other programmable apparatus provide processes for 
implementing the functions/acts speci?ed in the ?owchart 
and/ or block diagram block or blocks. 

The ?owcharts and block diagrams in the ?gures illustrate 
the architecture, functionality, and operation of possible 
implementations of systems, methods and computer program 
products according to various embodiments of the present 
invention. In this regard, each block in the ?owchart or block 
diagrams may represent a module, segment, or portion of 
code, which comprises one or more executable instructions 
for implementing the speci?ed logical function(s). It should 
also be noted that, in some alternative implementations, the 
functions noted in the block may occur out of the order noted 
in the ?gures. For example, two blocks shown in succession 
may, in fact, be executed substantially concurrently, or the 
blocks may sometimes be executed in the reverse order, 
depending upon the functionality involved. It will also be 
noted that each block of the block diagrams and/ or ?owchart 
illustration, and combinations of blocks in the block diagrams 
and/ or ?owchart illustration, can be implemented by special 
purpose hardware-based systems that perform the speci?ed 
functions or acts, or combinations of special purpose hard 
ware and computer instructions. 

Method steps described herein may be tied, for example, to 
a general purpose computer programmed to carry out such 
steps, or to hardware for carrying out such steps, as described 
herein. Further, method steps described herein, including, for 
example, obtaining data streams and encoding the streams, 
may also be tied to physical sensors, such as cameras or 
microphones, from whence the data streams are obtained. 

It should be noted that any of the methods described herein 
can include an additional step of providing a system compris 
ing distinct software modules embodied on a computer read 
able storage medium. The method steps can then be carried 
out using the distinct software modules and/or sub-modules 
of the system, as described above, executing on one or more 
hardware processors 502. In some cases, specialiZed hard 
ware may be employed to implement one or more of the 
functions described here. Further, a computer program prod 
uct can include a computer-readable storage medium with 
code adapted to be implemented to carry out one or more 
method steps described herein, including the provision of the 
system with the distinct software modules. 

In any case, it should be understood that the components 
illustrated herein may be implemented in various forms of 
hardware, software, or combinations thereof; for example, 
application speci?c integrated circuit(s) (ASICS), functional 
circuitry, one or more appropriately programmed general pur 
pose digital computers with associated memory, and the like. 
Given the teachings of the invention provided herein, one of 
ordinary skill in the related art will be able to contemplate 
other implementations of the components of the invention. 
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10 
The terminology used herein is for the purpose of describ 

ing particular embodiments only and is not intended to be 
limiting of the invention. As used herein, the singular forms 
“a”, “an” and “the” are intended to include the plural forms as 
well, unless the context clearly indicates otherwise. It will be 
further understood that the terms “comprises” and/or “com 
prising,” when used in this speci?cation, specify the presence 
of stated features, integers, steps, operations, elements, and/ 
or components, but do not preclude the presence or addition 
of one or more other features, integers, steps, operations, 
elements, components, and/ or groups thereof. 
The corresponding structures, materials, acts, and equiva 

lents of all means or step plus function elements in the claims 
below are intended to include any structure, material, or act 
for performing the function in combination with other 
claimed elements as speci?cally claimed. The description of 
the present invention has been presented for purposes of 
illustration and description, but is not intended to be exhaus 
tive or limited to the invention in the form disclosed. Many 
modi?cations and variations will be apparent to those of 
ordinary skill in the art without departing from the scope and 
spirit of the invention. The embodiment was chosen and 
described in order to best explain the principles of the inven 
tion and the practical application, and to enable others of 
ordinary skill in the art to understand the invention for various 
embodiments with various modi?cations as are suited to the 
particular use contemplated. 
What is claimed is: 
1. A method for detecting an abandoned object in one or 

more images, comprising: 
determining if one or more detected objects in a foreground 

of said images comprises a potential abandoned object; 
applying a trained pedestrian detector to said potential 

abandoned object to determine if said potential aban 
doned object comprises at least a portion of a pedestrian, 
wherein said trained pedestrian detector is trained using 
positive training samples comprised of at least portions 
of human bodies in one or more poses; and 

classifying said potential abandoned object as an aban 
doned object based on whether said potential abandoned 
object is not at least a portion of a pedestrian, wherein at 
least one of said determining, applying and classifying 
steps are performed by at least one hardware device. 

2. The method of claim 1, wherein said trained pedestrian 
detector is trained using one or more of positive training 
samples and negative training samples. 

3. The method of claim 2, wherein said negative training 
samples are comprised of at least portions of abandoned 
objects. 

4. The method of claim 1, further comprising the step of 
determining whether said potential abandoned object has 
been put down by a person. 

5. The method of claim 1, further comprising the step of 
determining whether said potential abandoned object has 
been left by a person. 

6. The method of claim 1, further comprising the step of 
triggering an alarm if said potential abandoned object is clas 
si?ed as an abandoned object. 

7. The method of claim 1, further comprising the step of 
processing said one or more images using a background sub 
traction (BGS) technique to detect moving objects in a sta 
tionary background. 

8. The method of claim 1, further comprising the step of 
applying a healing technique to reduce foreground fragments. 

9. The method of claim 1, wherein said determining step 
applies a mixture of Gaussians method to classify a back 
ground object as said abandoned object. 
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10. The method of claim 1, further comprising the step of 
determining if a siZe of said potential abandoned object meets 
prede?ned criteria for an abandoned object. 

11. The method of claim 1, further comprising the step of 
determining if said potential abandoned object satis?es pre 
de?ned abandoned time criteria. 

12. The method of claim 1, further comprising the step of 
determining if an occlusion of said potential abandoned 
object in said images exceeds a prede?ned threshold, t. 

13. An apparatus for detecting an abandoned object in one 
or more images, said apparatus comprising: 

a memory; and 
at least one hardWare device, coupled to the memory, 

operative to: 
determine if one or more detected objects in a foreground 

of said images comprises a potential abandoned object; 
apply a trained pedestrian detector to said potential aban 

doned object to determine if said potential abandoned 
object comprises at least a portion of a pedestrian, 
Wherein said trained pedestrian detector is trained using 
positive training samples comprised of at least portions 
of human bodies in one or more poses; and 

classify said potential abandoned object as an abandoned 
object based on Whether said potential abandoned object 
is not at least a portion of a pedestrian. 

14. The apparatus of claim 13, Wherein said trained pedes 
trian detector is further trained using negative training 
samples comprised of at least portions of abandoned objects. 

15. The apparatus of claim 13, Wherein said at least one 
hardWare device is further con?gured to determine Whether 
said potential abandoned object has been put doWn by a 
person. 

16. The apparatus of claim 13, Wherein said at least one 
hardWare device is further con?gured to determine Whether 
said potential abandoned object has been left by a person. 
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17. The apparatus of claim 13, Wherein said at least one 

hardWare device is further con?gured to trigger an alarm if 
said potential abandoned object is classi?ed as an abandoned 
object. 

18. The article of manufacture of claim 13, further com 
prising the step of triggering an alarm if said potential aban 
doned object is classi?ed as an abandoned object. 

19. An article of manufacture for detecting an abandoned 
object in one or more images, comprising a tangible machine 
readable recordable storage medium containing one or more 
programs Which When executed implement the step of: 

determining if one or more detected objects in a foreground 
of said images comprises a potential abandoned object; 

applying a trained pedestrian detector to said potential 
abandoned object to determine if said potential aban 
doned object comprises at least a portion of a pedestrian, 
Wherein said trained pedestrian detector is trained using 
positive training samples comprised of at least portions 
of human bodies in one or more poses; and 

classifying said potential abandoned object as an aban 
doned object based on Whether said potential abandoned 
object is not at least a portion of a pedestrian. 

20. The article of manufacture of claim 19, Wherein said 
trained pedestrian detector is further trained using negative 
training samples comprised of at least portions of abandoned 
objects. 

21. The article of manufacture of claim 19, further com 
prising the step of determining Whether said potential aban 
doned object has been put doWn by a person. 

22. The article of manufacture of claim 19, further com 
prising the step of determining Whether said potential aban 
doned object has been left by a person. 

* * * * * 


