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selector for selecting the descriptive image information from 
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In a preferred embodiment, the transformed state is the 
respective image encoded With the descriptive information. 
The descriptive information can be obscured so that the 
descriptive information in the transformed state can be 
decoded only if one or more authorization inputs satisfy the 
authorization criteria. 
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APPLICATION INDEPENDENT SYSTEM, 
METHOD, AND ARCHITECTURE FOR 

PRIVACY PROTECTION, ENHANCEMENT, 
CONTROL, AND ACCOUNTABILITY IN 

IMAGING SERVICE SYSTEMS 

FIELD OF THE INVENTION 

This invention relates to the ?eld of automatic imaging 
systems, that are capable of automatically capturing images 
(still and video) of a scene based on a combination of the 
speci?cations provided by the user. More speci?cally, the 
invention relates to the control of the information ?ow within 
the system and control of the dissemination of the informa 
tion to the users, designers, and administrators of the systems. 

BACKGROUND OF THE INVENTION 

As fraud and violent crime in our society is escalating, 
video monitoring/ surveillance is being increasingly used to 
either deter the criminals or collect acceptable evidence 
against the perpetrators. These video-based systems include 
outdoor surveillance of the violence prone public spaces as 
well as the indoor surveillance of the automatic teller 
machines (ATMs) and stores/malls. Some of the indoor moni 
toring may involve relatively low resolution imagery while 
other video footage may be highly detailed and intrusive. For 
instance, the Forward Looking Infrared (FLIR) video tech 
nology enables acquiring visual informationbeyond common 
physical barriers (e.g., walls) and millimeter radar enables 
visualization of the naked human body of a fully clothed 
person. 

Like collection of any other personal data (e.g., name, 
telephone numbers, address, credit card information), acqui 
sition of video footage is also raising many concerns among 
the public about their privacy. The public would like to know 
who all are collecting their video footage and where this video 
information is being collected. What level of detailed imagery 
does the acquired data consists? Who will have access to the 
video or the processed results? To what purpose the acquired 
video information will/can be used? Will they know when the 
video footage is abused (e.g., used for the purpose beyond its 
intended/publicized purpose)? Can people have control over 
the video which contains their personal information (e.g., can 
they demand destruction of such data?). 

Increased automation can be used for gleaning individual 
information over extended periods of time and/ or providing 
highly individualized content service to the contracted par 
ties. This disclosure provides a means of reaching agreeable 
conditions for exchanging (or not-exchanging) sensitive indi 
vidual information as it relates to the content provided by 
video/ images of people infested environments. 

Problems with the Prior Art 

Most of the video privacy literature consists of obliterating 
the raw video which may potentially contain personal infor 
mation. For instance, Hudson’s privacy ref protection scheme 
is based on the premise that lowering the information content 
will automatically obliterate the personal information. Low 
resolution imaging (footprints) has been used by IBM foot 
prints 

For obscuring individual identity. People are imaged in 
overhead low resolution passive infrared band where each 
pixel captures 2 sq ft. In both the approaches, not only identity 
is obscured but also the other details which may not be nec 
essarily related to individual privacy. 
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2 
Protection of privacy using different methods is studied by 

Zhao and Stasko: See Zhao, Qiang Alex and Stasko, John T., 
“Evaluating Image Filtering Based Techniques in Media 
SpaceApplications”, Proceedings of the 1998 Conference on 
Computer Supported Cooperative Work (CSCW ’98), 
Seattle, Wash., November 1998, pp. 11-18. 
Zhao and Stasko detect the moving objects in a video either 

by frame differencing or by background subtraction. In frame 
differencing, the (n—1)’h video frame is pixelwise subtracted 
from the nth frame. If the pixel difference at location (e. g., ith 
row, jth column in the nth frame) is signi?cantly large, it is 
inferred that there is a moving object at that location in that 
frame. In background subtraction, a pixelwise model of the 
background (e. g., static) objects in the scene is initially 
acquired and subsequently updated. If a pixel at location (e. g., 
i”’ row, j’h column in the nth frame) is signi?cantly different 
from its background model, it is inferred that there is a mov 
ing object at that location in that frame. Zhao and Stasko 
propose that the personal information is located within the 
pixels which cannot be explained by the background model 
and/ or where the frame difference is large. If these pixels are 
masked/blanked out, they conjecture that the personal infor 
mation in the video is obliterated. This method makes no 
distinction between moving objects, animals and humans. 
Further, there is no provision for a person to watch the original 
video which consists of exclusively their own personal data 
(e.g., was I wearing glasses that day?). Further, there is no 
provision for a person selectively watching their personal 
component of the data in a video which may show many 
people. 
US. Pat. No. 5,615,391 issued to Klees, Mar. 25, 1997 of 

Eastman Kodak Company (also, EP 0 740 276 A2) discloses 
a system for an automated image media process station which 
displays images only while the customer present is detected 
thereby ensuring privacy. This disclosure detects presence of 
the customerusing a camera installed in the self-development 
?lm processing kiosk and displays the photographic images 
being developed if the customer’ s presence is detected within 
?eld of view. This patent speci?cally relates to the privacy 
related to the single person detection and how it is applied to 
display of the images. It is not obvious how this disclosure can 
be extended to a larger set of scenarios where not only person 
identity is important but also the person’s actions and location 
of the imaging may be need to be selectively displayed. 

Privacam is a method of sharing the sensitive information 
as disclosed in the public domain literature (Dutch newspa 
per, NRC): 
Big Brother gebreideld, Apr. 28, 2001 
NRC HANDELSBLADiWETENSCHAP 
Http://www.nrc.nl/W2/Nieuws/2001/ 04/ 28/V p/wo .html 
The references herein cited are incorporated by reference 

in their entirety. 
PrivaCam envisages a method of distributed encoding of 

the video frames by multiple parties so that viewing of each 
frame of video requires speci?c authorization is needed from 
all parties. This disclosure deals with control of the sensitive 
data by multiple parties. The scope of the disclosure does not 
provide methods for selective viewing of individual location, 
and actions. 
US. Pat. No. 5,828,751 issued to Walker et al. On Oct. 27, 

1998 titled Method and apparatus for secure measurement 
certi?cation describes an invention where the measurements 
obtained from video are used for assuring the authenticity of 
the video. While this method is crucial to establishing the 
authenticity of the video evidence against (or in support of) an 
individual, it is not useful in providing general methods for 
protection of privacy of individuals depicted in the video. 
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US. Pat. No. 6,067,399 issued to Berger on May 23, 2000 
titled “Privacy mode for acquisition cameras and camcord 
ers” describes a method of detecting (skin tone) color of the 
objects being depicted in the video and selectively obscuring 
those colors so that the racial identity of the individuals 
depicted in the video is obliterated. The scope of the invention 
does not provide methods for selective viewing of individual 
location, and actions. 

European Patent EP 1 081 955 A2 issued to Koji et al. on 
Jul. 3, 2001 titled “Monitor Camera system and method of 
displaying picture from monitor thereof” envisages masking 
out a predetermined portion of the ?eld of view of camera 
covering “privacy zone”. For example, a public road in view 
of a camera monitoring a private property may blank out 
public road traf?c from the camera ?eld of view so that only 
the remaining portion is clearly visible in the video. One of 
the limitations of this invention is that it does not comprehen 
sively deal with a number of aspects related with the indi 
vidual privacy (e.g., actions, individual identity based selec 
tive viewing). 

OBJECTS OF THE INVENTION 

An object of this invention is to provide individual/collec 
tive control of the way the sensitive information in the content 
of an image is being used. 
An object of this invention is to segment sensitive infor 

mation, like images, from an larger image, transform the 
segmented sensitive information, and control access to the 
transformed information. 

SUMMARY OF THE INVENTION 

The present invention is a system and method for obscuring 
descriptive image information about one or more images. The 
system comprises a selector for selecting the descriptive 
image information from one or more of the images, a trans 
former that transforms the descriptive information into a 
transformed state, and an authorizer that provides authoriza 
tion criteria with the image. In a preferred embodiment, the 
transformed state is the respective image encoded with the 
descriptive information. The descriptive information can be 
obscured so that the descriptive information in the trans 
formed state can be decoded only if one or more authorization 
inputs satisfy the authorization criteria. 

BRIEF DESCRIPTION OF THE FIGURES 

FIG. 1 describes the overall architecture of a typical instan 
tiation of the system. 

FIG. 2 presents an overview of a typical instantiation of the 
encoding system. 

FIG. 3 illustrates a typical instantiation of video analysis 
and information extraction system. 

FIG. 3A shows a summary of different components of 
video information extracted by a typical instantiation of the 
video analysis subsystem. 

FIG. 4 describes an overview of a typical instantiation of 
transformation method undergone by information extracted 
from video. 

FIG. 4A is a ?ow chart of a transformation process. 
FIG. 5 shows typical different methods of selecting video 

information to be transformed. 
FIG. 5A is a ?ow chart of a selection process. 
FIG. 6 presents different typical obscuration methods used 

on the selected video information. 
FIG. 6A is a ?ow chart of an obscuration process. 
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4 
FIG. 7 shows a typical instantiation of encrypting trans 

formed video information. 
FIG. 7A shows a ?ow chart of typical encryption process 

for one component of video information. 
FIG. 7B shows a ?ow chart of typical encryption process 

for entire video information. 
FIG. 8 presents an overview of a typical instantiation of the 

decoding system. 
FIG. 8A is a ?ow chart of a selective decryption process. 

DETAILED DESCRIPTION OF THE INVENTION 

The invention enables the content in the video to be selec 
tively obscured/ encrypted so that only authorized individuals 
have access to the sensitive information within the video and 
unauthorized individuals will only be able to access relatively 
insensitive information. Video generated by a typical video 
source 110 is fed into an encoding system 120 to generate an 
encoded video 130. The encoded video may consist of a 
combination of a means of selectively transforming of the 
original video information and a means of selectively 
encrypting different components of the transformed video 
information. The role of transformation is to any combination 
of the following functions: hiding sensitive video informa 
tion, removing sensitive video information, distorting sensi 
tive information. The role of the encryption is to provide 
selective access to the (transformed) video information to 
authorized users only. The encoded video 130 is thus a com 
bination of transformed and encrypted video. The encoded 
video is decoded using a decoding system 170. The role of the 
decoding to is regenerate the transformed video information. 
The authentication module 140 shows a means for verifying 
the authorizations of the users 160, generating appropriate 
keys for encoding and decoding the video. A query processor 
180 facilitates restriction of user 160 access to only statistical 
information 191 within the video. Some authorized users 
based on their authorization can access the decoded video 
190. By selective access to decoded video and statistical 
query processor, access to sensitive individual information 
can be controlled. 

Referring to FIG. 2 presents further details of encoding 
system 120. A video source 210 represents one or more video 
sources. Each video source 210 could be either be a live 
camera or video ?le representing a camera input. Further, the 
camera could be either a static camera or dynamically con 

trolled (e.g., pan-tilt-zoom) camera. The video consists of a 
sequences of images captured at successive time instants. 
Each image is called a frame. A video is typically character 
ized by the frequency of frame capture (e.g., frames per 
seconds), the resolution of each frame (e.g., pixels per frame), 
and the format in which the frames are represented (e.g., 
NTSC, MPEG2). It is typically assumed that all the video 
sources in a system are time synchronized (i.e., if frame m in 
video source 1 and frame n in video source 2 represent events 
are time t, then all other frames m+i in video source 1 and n+j 
in video source 2 represent the events at time t'). 

Encoding system 120 performs analysis of the video from 
110 and extracts information from the video. Encoding pro 
cess results in many useful pieces of information about the 
content of the video. A preferred instantiation of the video 
analysis system 120 results in information about the back 
ground (static) objects in the scene and about the moving 
objects (e.g., foreground) objects in the scene. A more pre 
ferred instantiation of 120 presents many additional attributes 
(e.g., locations, category, actions, interactions) of the fore 
ground objects in the scene at successive times (e.g., frames). 
Further, 120 classi?es each foreground object into various 
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categories, at least one category being humans. Examples of 
other categories include vehicles, animals. 

The appearance of the foreground regions are transmitted 
to an authentication module 140. Authentication module 140 
(also see FIG. 3) identi?es foreground region (e.g., humans) 
by comparing (e. g., matching) 250 the foreground region 
appearance and on the appearance of the known objects in the 
enrollment database 260. The enrollment database stores the 
information about the identities, biometrics, authorizations, 
and authorization codes of the enrolls in a database. That is, 
for instance, given an identity, the enrollment database can 
release information about the appearance (biometrics), 
appropriate authorization codes corresponding to that iden 
tity to the authentication module either in encrypted form or 
in unencrypted form. 

Authentication modules 140 determines the identity of the 
objects represented by the foreground regions. The identity 
can be determined by the visual appearance of the objects in 
the video and/ or a distinctive (may or may not be visual, e.g., 
radio frequency identi?cation) signature emitted by the 
object. The following references describe speci?c instantia 
tions of the authentication module operation. See: 
A. W. Senior. Face and Feature Finding for a Face Recogni 
tion System In proceedings of Audio- and Video-based Bio 
metric Person Authentication ’99 pp. 154-159. Washington 
DC. USA, Mar. 22-24, 1999 
A. Senior. Recognizing faces in broadcast video, in proceed 
ings of IEEE International Workshop on Recognition, Analy 
sis, and Tracking of Faces and Gestures in Real-Time Sys 
tems ICCV 1999. 

These references herein cited are incorporated by reference 
in their entirety. 

Authentication modules 140 may identify the objects 
based on a prior enrollment of the objects into a enrollment 
database. For instance, different appearances/signatures of a 
known object may be previously stored/registered within a 
database. Individuals objects (e.g., cars, persons) may then be 
identi?ed by comparing the appearance/ signature associated 
with a foreground region with those in the enrollment data 
base. This method of identifying the objects is referred to as 
absolute identi?cation. 
On the other hand, each time a foreground region appears 

in the video, authentication module 140 may compare it 
against the appearances of the previously seen object fore 
ground regions enrolled into an enrollment database 260 and 
determine whether a given foreground region can be 
explained based on the previously seen foreground regions or 
whether the given foreground region is associated with an 
object not seen heretofore. Based on the determination, the 
system associates the given foreground region with previ 
ously seen objects or enrolls the foreground regions as a new 
object into the enrollment database. This method identi?ca 
tion does not absolutely determine the identity of object asso 
ciated with a foreground region (e. g., William Smith) but only 
relatively identi?es a foreground region associated with an 
object with respect to previously observed object foreground 
regions. This method of identi?cation is referred to as relative 
identi?cation. 

Authentication modules 140 may use any combination of 
relative and absolute identi?cation to identify the objects 
associated with the foreground regions. Authentication mod 
ules 140 may either use entire foreground region associated 
with an object or only portions of the foreground regions 
associated with an object. For instance, known parts of an 
object (e.g., face ofa human) segmented by 370 (see FIG. 3) 
may be used by the authentication module 140 to determine 
the object identity. 
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6 
Authentication module 140 may use any biometric identi 

?er for authenticating the appearance of the humans. One of 
the preferred methods of authentication of humans is based 
on their faces. 
The following reference describes an example the state of 

the prior art identity authentication system using face recog 
nition. See: 
A. W. Senior. Face and Feature Finding for a Face Recogni 
tion System In proceedings of Audio- and Video-based Bio 
metric Person Authentication ’99 pp. 154-159. Washington 
DC. USA, Mar. 22-24, 1999 
A. Senior. Recognizing faces in broadcast video, in proceed 
ings of IEEE International Workshop on Recognition, Analy 
sis, and Tracking of Faces and Gestures in Real-Time Sys 
tems ICCV 1999. 

These references herein cited are incorporated by reference 
in their entirety. 
One of the functions of the identity authentication systems 

is to assist in labeling the foreground objects. The objects 
recognized as same will be labeled identically. The label 
identity association is passed on to a key generation block. 
One of the functions served by the authentication module is to 
provide identity related information to key generation (280) 
and the transformationparameter generation (270) processes. 
Both key generation and transformation parameter genera 
tion processes in accordance with the system policies (275) 
generate appropriate control information in the system to 
determine the output of the encoding system. For instance, a 
particular system may want to implement blocking all the 
identity information of some speci?c individuals. In such 
situation, the identities information of all individuals is 
passed on by the authentication module (140a) to the trans 
formation parameters generation (270). Given this informa 
tion to transformation parameter generation and the list of 
identities to blocked by the system policies module (275), the 
transformation parameter generation generates “block iden 
tity” transformation on that particular individual to the trans 
formation (230). 
Key generation module (280) facilitates selective encoding 

of the sensitive information so that only speci?c individuals 
can (at the decoding end) be able to access selective video 
information. For instance, say the system policies dictate that 
a speci?c individual (John Smith) be able to watch his own 
tracks to ?nest possible details (at the decoding end) and 
block all other users from watching ?ne details of John 
Smith’s tracks. Given the identity information from the 
authentication module (14011), the key generation process 
(280) generates identity speci?c key to encode ?nest details 
of track information. The process of encryption (240) is also 
in?uenced by the transformation generation process (270). 
Once the foreground objects are labeled by authentication 

module 140, they may undergo any combination of transfor 
mations by 230. The transformations 230 are performed on 
any sensitive information available within the foreground/ 
background appearance. This invention envisages any com 
bination of the following transformations to protect the sen 
sitive information in the video: a change of a background of 
the image, a change in sequence of two or more frames of the 
image, a removal of one or more frames of the image, inser 
tion of one or more additional frames in the image, a change 
of an identity of one or more objects in the image, a removal 
of one or more objects in the image, a replacement of one or 
more objects in the image with a replacement object, a 
replacement of one or more object in the image with a neutral 
replacement object, a change in one or more tracks in the 
image, a replacement of one or more tracks with a replace 
ment track in the image, a deletion of one or more tracks of the 
























